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ReferenceMultiple Importance Sampling Tone-mapped Mean-shift Sampling Our method

RMSE: 0.1898 / ꟻLIP: 0.1819 RMSE: 0.1120 / ꟻLIP: 0.2864 RMSE: 0.0543 / ꟻLIP: 0.1255

Figure 1: Equal-time comparisons of various environment map sampling methods. We compare our methods to multiple importance
sampling (MIS) [PJH16] and a global sampling method based on tone-mapped mean-shift (TMMS) [FYWY16]. All methods were rendered
using a CPU ray tracer [PJH16] with 4 seconds. TMMS and our method employ interleaved sampling to reduce shadow boundary artifacts
caused by evaluating lighting with a small global set of lights for all shading points. Our method generates significantly less noise than MIS
and renders more accurate shadows and shading than TMMS. It also achieves the lowest RMSE and FLIP [ANSAM21] errors. The error
visualization of FLIP is shown in the top-left corners of the rendered images, with brighter pixels indicating larger errors.

Abstract
This paper presents an efficient environment map sampling algorithm designed to render high-quality, low-noise images with
only a few light samples, making it ideal for real-time applications. We observe that bright pixels in the environment map
produce high-frequency shading effects, such as sharp shadows and shading, while the rest influence the overall tone of the
scene. Building on this insight, our approach differs from existing techniques by categorizing the pixels in an environment map
into emissive and non-emissive regions and developing specialized algorithms tailored to the distinct properties of each region.
By decomposing the environment lighting, we ensure that light sources are deposited on bright pixels, leading to more accurate
shadows and specular highlights. Additionally, this strategy allows us to exploit the smoothness in the low-frequency component
by rendering a smaller image with more lights, thereby enhancing shading accuracy. Extensive experiments demonstrate that
our method significantly reduces shadow artifacts and image noise compared to previous techniques, while also achieving lower
numerical errors across a range of illumination types, particularly under limited sample conditions.

CCS Concepts
• Computing methodologies → Ray tracing; Rasterization; Mixed / augmented reality; Virtual reality;

1. Introduction

Environment maps are the most prevalent representation for pro-
viding real-world illumination to enhance the realism of rendering

† Corresponding author

virtual objects [Deb98,Deb05a]. These maps capture the direction-
varying illumination data at a particular scene location: each pixel’s
two-dimensional coordinates correspond to a spherical direction,
and the pixel value represents the incoming radiance from that di-
rection. We can simulate realistic lighting on virtual objects by
evaluating contributions from all pixels in an environment map.
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Figure 2: Decomposing lighting in an environment map. The leftmost image displays the manually labeled classified result of the PINE

ATTIC environment map. The second and third images show rendered results using emissive pixels (highlighted in red) and non-emissive
pixels (highlighted in blue), respectively. The image rendered with the emissive regions demonstrates high-frequency shading effects, such
as pronounced shadows, while the image rendered with the non-emissive regions captures the environment’s ambiance, appearing relatively
smooth. The rightmost image is rendered with the complete environment map.

However, performing such a brute-force evaluation is impractical
because an environment map usually contains millions of pixels.
To accelerate rendering, environment lighting can be estimated
by importance sampling the environment map independently at
each shading point [VG95, BGH05, TCE05, CJAMJ05, CETC06,
CAM08, JCJ09, WA09, GKPS12, WC13, KŠV∗19] or by using a
global set of lights for all shading points [KK03, ARBJ03, ODJ04,
Deb05b,WWL05,VD09,FYWY16]. However, these methods usu-
ally produce unsatisfactory results with low sample counts, which
are common in real-time applications due to the requirement for
high frame rates. Fig. 1 illustrates such an example. Methods based
on importance sampling, such as multiple importance sampling
(MIS) [VG95, PJH16], suffer from severe noise. In contrast, meth-
ods using global lights for all shading points, such as tone-mapped
mean-shift environment sampling (TMMS) [FYWY16], generate
less noise but struggle to render accurate shading and shadows.

This paper introduces a novel approach to generating a global set
of representative lights from an environment map. Our approach is
designed to produce low-noise images with accurate shading and
shadows using only a small number of lights, making it well-suited
for real-time applications. The method is founded on the observa-
tion that emissive and non-emissive pixels in an environment map
create distinct shading effects. Emissive pixels, such as bright light
sources or particles, primarily influence high-frequency shading ef-
fects, including sharp shadows and specular highlights. Conversely,
non-emissive objects contribute to low-frequency shading, affect-
ing the overall tone of the scene. Fig. 2 illustrates an experiment
that confirms this observation. We manually categorize pixels in
an environment map into emissive and non-emissive groups and
use pixels from each group for rendering. The image rendered us-
ing the emissive group displays sharp shading and shadows, as de-
picted in the second image. In contrast, the image rendered using
the non-emissive pixels, shown in the third image, captures the am-
bient color and appears relatively smooth.

Building on the aforementioned observation, our method first au-
tomatically categorizes pixels in an environment map into emis-
sive and non-emissive regions. For the emissive regions, we intro-
duce a novel sampling algorithm to generate a set of representa-
tive lights, named EnvDirects. These lights aim to produce high-
frequency shading effects akin to direct illumination. On the other
hand, for the non-emissive regions, we present a modified illumi-

nation cut method [CPWAP08] to generate another set of repre-
sentative lights termed EnvIndirects. These lights are utilized to
render low-frequency shading effects similar to indirect illumina-
tion. Decomposing an environment map into high-frequency and
low-frequency components offers two main advantages. First, it fa-
cilitates the development of tailored sampling algorithms for each
component, ensuring that EnvDirects are placed on bright pixels
for more precise shadows and specular highlights. Second, it al-
lows our method to explicitly exploit the smoothness of the low-
frequency component by rendering it at a lower resolution and then
upsampling the results to the original size. This upsampling pro-
cess significantly cuts rendering costs and enables our method to
evaluate more lights within a given time constraint. Fig. 1 demon-
strates that our method can significantly improve rendering quality
both qualitatively and quantitatively in an equal-time comparison
to previous methods.

We evaluated our method using a wide range of environment
maps, encompassing indoor and outdoor scenes, day and night set-
tings, and high-frequency and low-frequency lighting conditions.
Our method consistently achieves superior results across these di-
verse test cases compared to previous approaches. Furthermore,
we demonstrate that our approach is straightforward to integrate
into game engines and provides advantages, including high perfor-
mance and low noise, compared to existing real-time rendering al-
gorithms like ReSTIR [BWP∗20, ZLK∗24].

The remainder of the paper is structured as follows. Section 2
examines related work. Section 3 describes the components of our
method, detailing the criteria to classify pixels and the algorithms
used to generate EnvDirects and EnvIndirects. Section 4 presents
the experiments and discussions. Finally, Section 5 concludes the
paper with directions for future work.

2. Related Work

This section concentrates on sampling or rendering algorithms
specifically for environment lighting. Methods related to sampling
reflectance functions or light paths are considered less relevant and
are therefore not included.

The most common approach to estimate environment lighting
involves sampling a set of lights and combining their shading re-
sults using an estimator. Importance sampling is an effective strat-
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egy for reducing sampling variance. This technique generates sam-
ples based on the (partial) product of the rendering function com-
ponents, including the illumination from the environment map, the
reflectance function at each shading point, and the visibility func-
tion between the light source and the surface point.

Some methods convert an environment map into a global set of
representative lights, typically selected based on pixel intensity us-
ing either importance sampling or clustering. Light stratification is
also important to consider, as it accounts for contributions from
different directions. Kollig and Keller [KK03] enhance the sample
distribution generated with Lloyd’s relaxation method by iteratively
adding new lights into the light cluster with the highest energy.
Agarwal et al. [ARBJ03] and Ostromoukhov et al. [ODJ04] intro-
duced hierarchical stratification algorithms for efficient generation
of representative lights. Wan et al. [WWL05] subdivide the envi-
ronment map into equal quadrilaterals proportional to solid angles.
The median cut algorithm [Deb05b] recursively divides an envi-
ronment map into disjoint blocks with equal energy and generates a
representative light at the energy centroid of each region. Viriyothai
and Debevec [VD09] further refined this method by splitting re-
gions to minimize overall variance. Feng et al. [FYWY16] pro-
posed a method to generate light clusters with irregular shapes.
They first use the mean-shift algorithm to obtain initial clusters.
Then, the clusters are adaptively splitting and merging clusters
based on their importance. Our method falls into this category. Un-
like previous methods that apply a single sampling algorithm for
all pixels, we developed specialized sampling approaches for the
emissive and non-emissive regions in an environment map, result-
ing in more accurate shadow rendering and better exploitation of
the smoothness in the low-frequency component.

Using a global set of lights for every shading point has two
primary advantages. First, it enhances run-time performance be-
cause light samples can be precomputed offline. Second, it can pro-
duce noise-free images. However, a significant drawback is that the
results usually show visible shadow boundary artifacts when the
number of samples is limited. Kollig and Keller [KK03] addressed
this issue by employing interleaved sampling, which transforms
these shadow artifacts into minor noises.

Representative lights can also be selected uniquely for each
pixel by taking into account the product of the illumination, sur-
face reflectance, and visibility function. The product of illumina-
tion and reflectance function can be approximated using parametric
models, such as spherical harmonics [JCJ09], wavelets [CJAMJ05,
CAM08], or spherical Gaussian [TCJW08], or through hierarchi-
cal partition based on a sum-area table [CETC06]. Multiple impor-
tance sampling (MIS) methods provide another solution by com-
bining samples drawn from various techniques [VG95, BGH05,
TCE05, KŠV∗19]. Additionally, the illumination of an environ-
ment map can be represented by virtual point lights to aid sam-
pling [WA09, GKPS12, WC13]. Incorporating surface reflectance
or visibility functions along with illumination improves sampling
quality, especially for glossy materials. However, due to the spa-
tial variability of the surface reflectance and visibility functions, a
unique sampling function must be created for each shading point.
This leads to higher sampling costs compared to using a global
set of representative lights, which only requires constructing the

sampling function a single time. Moreover, random sampling in-
troduces noise, necessitating more samples or extensive filtering to
achieve a noise-free image.

Based on normalizing flows [MMR∗19], Rodriguez-Pardo et
al. [RPFGLM23] recently proposed a data-driven method that can
learn to generate light samples and their sampling probabilities
directly from an environment map. The method can shorten the
time to draw samples by avoiding tabulating cumulative distribu-
tion functions.

In other approaches, Mei et al. [MJH06] combine median cut
with stochastic sampling to account for spatially-varying surface
reflectance functions. Barsi and Szirmay-Kalos [BSK05] divide the
environment map into a finite number of directional domains using
Lloyd’s relaxation and approximate lighting, reflectance, and visi-
bility functions for each region. Madsen et al. [MSV03] approxi-
mate an environment map with an ambient term and a set of direc-
tional lights generated from an optimization process that considers
the diffuse shading of the Phong lighting model.

Rhee et al. [RPAC17] proposed a mixed-reality rendering frame-
work for computing lighting from a panoramic video. Their method
decomposes environment lighting into diffuse and specular compo-
nents. They also proposed a light detection algorithm to generate
directional lights from the environment map and use them for ren-
dering shadows. Compared to our method, their diffuse and specu-
lar components are computed without considering visibility. Thus,
the shading and shadows are not physically correct.

One popular approach for real-time rendering is to approxi-
mate environment lighting using spherical harmonics (SH) [RH01,
RH02]. However, these methods struggle with rendering high-
frequency shading like specular highlights. It is also expensive to
incorporate visibility into SH lighting [RWS∗06]. Precomputed ra-
diance transfer methods address these issues by baking visibility
per vertex in an offline process [SKS02] or by using other basis
functions such as wavelets [NRH03,NRH04] or spherical radial ba-
sis functions (SRBFs) [TS06, CDAS20]. However, these solutions
come at the cost of time-consuming precomputation and a restric-
tion to static geometry.

Recently ReSTIR [BWP∗20, OLK∗21, LKB∗22, ZLK∗24]has
provided a real-time solution for rendering fully dynamic scenes
with complex lighting using ray tracing. While this method has
many advantages, it still depends heavily on denoising algorithms
to minimize noise and necessitates high-end graphics hardware for
real-time performance. In comparison, our method, integrated into
the game engine (Section 4.4), achieves higher frame rates, de-
mands less powerful graphics hardware, and delivers noise-free re-
sults.

3. Method

3.1. Algorithm overview

Fig. 3 illustrates the flowchart of our method. Starting with an envi-
ronment map as input, we first decompose it into emissive and non-
emissive regions. We then generate two sets of representative lights,
EnvDirects and EnvIndirects, to approximate the contributions of
these regions. EnvDirects are used to render the high-frequency
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Figure 3: Flowchart of our method. Given an environment map as input, we first classify the pixels into emissive and non-emissive regions.
Subsequently, we develop distinct sampling algorithms to generate two sets of representative lights, EnvDirects and EnvIndirects, from
these regions. These representative lights are then utilized to render the high-frequency and low-frequency components, respectively. To take
advantage of the spatial coherence in the low-frequency component, we render it at a lower resolution and then upsample the result to the
original size. This process enables us to evaluate more lights within the given time constraints. Finally, the high-frequency and low-frequency
components are combined to produce the final rendered image.

component, while EnvIndirects handle the low-frequency compo-
nent. To exploit the smooth characteristics of the low-frequency
component, we render it at a lower resolution and upsample the re-
sult to the target size. Finally, we combine the high-frequency and
low-frequency components to produce the final result.

3.2. Environment map decomposition

The emissive regions correspond to the bright pixels in an environ-
ment map. We determine whether a pixel is in the emissive regions
based on the following three criteria:

• The pixel should have a higher brightness than most pixels in the
environment map.

• The pixel’s brightness should significantly exceed the average
brightness of the environment map.

• The pixel’s luminance should not be significantly smaller than
the maximum luminance of the environment map.

The first two rules focus on identifying relatively bright pixels. The
first criterion selects emissive pixels based on their relative inten-
sity ranking, while the second criterion assesses them based on their
absolute intensity values. The third rule is designed to detect very
bright light sources within a small solid angle in the environment
map, such as the sun. Using the above criteria, we determine the lu-
minance threshold LT for classifying a pixel as emissive using the
following metric:

LT = max(Lb,λ ·Lavg,γ ·Lmax) , (1)

where Lb represents the luminance value that exceeds 98% of the
pixels in the environment map. Lavg and Lmax denote the average
and maximum luminance values of the environment map, respec-
tively. We empirically set λ to 3 and γ to 0.001. A pixel is catego-
rized as belonging to the emissive regions if its luminance exceeds
LT; otherwise, it is considered part of the non-emissive regions.
Fig. 4 demonstrates some examples of our classification results.

The subsequent subsections detail our sampling algorithms for

Figure 4: Environment map classification results. Emissive and
non-emissive pixels are highlighted in red and blue, respectively.

generating the representative lights from the emissive and non-
emissive regions. With a total budget of K lights, we determine the
respective number of representative lights in EnvDirects and En-
vIndirects by evaluating the importance of the emissive and non-
emissive regions using the metric [ARBJ03]:

Γ(L,∆ω) = La
∆ω

b. (2)

Here, L and ∆ represent a region’s integrated luminance and solid
angle. We set the parameters a to 1 and b to 1/4 according to the
visibility-based variance analysis in the original paper. Let Γem and
Γnem be the importance measurements of the emissive and non-
emissive regions, respectively. The number of representative lights
N in EnvDirects is determined by K · (Γem/(Γem + Γnem)). The
remaining budget M = K −N is allocated to EnvIndirects.
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3.3. EnvDirects generation

Although several methods have been proposed to approximate an
environment map with a global set of lights based on pixel inten-
sity and sample stratification [ARBJ03, KK03, ODJ04, WWL05,
Deb05b, VD09, FYWY16], these methods are designed to sample
the complete environment map. In our approach of generating En-
vDirects, we focus exclusively on emissive pixels, which usually
count a small fraction and are distributed across the environment
map. Consequently, we developed a new method to generate lights
based on intensity while ensuring stratification specifically within
the emissive regions.

Our method generates N representative lights iteratively. In each
iteration, we begin by drawing a light sample using conventional
importance sampling based on the pixels’ intensities [PJH16].
Specifically, we construct an importance map of the emissive re-
gions using pixels’ luminance values. To sample a light based on
the importance map, we first sample a row of the map according
to its marginal density, then sample a pixel within the row using
conditional probability. The selected pixel becomes the initial po-
sition of a representative light. After generating a light sample, we
update the importance values of its neighboring region Ω to zero
to enforce stratification. In our implementation, Ω includes pixels
within an angular distance of s ·4π/K from the sample, where K is
the total number of representative lights, and we empirically set s
to 0.15.

After generating N samples, we further enhance the stratifica-
tion of lights by applying k-means clustering to refine their direc-
tions. Using the N light samples as the initial cluster centers, each
k-means iteration assigns the emissive region pixels to the cluster
with the nearest center. The cluster centers are then updated to the
energy centroids of all cluster members. This process continues un-
til no further changes in the clusters occur. Upon convergence, we
position a representative light at the energy centroid of each cluster
and set the light color to the sum of the pixel values within the re-
gion. Pixels that are too far away from the nearest center (2 ·Ω) are
excluded, and their labels are reset to non-emissive.

Fig. 5 compares the light distributions of a test environment
map (PINE ATTIC) generated by various methods. Previous meth-
ods [Deb05b, VD09, FYWY16], which use a single sampling ap-
proach for the entire environment map, might generate strong lights
that deviate from the bright light sources, resulting in incorrect
shadows. In contrast, our method’s decomposition of emissive pix-
els ensures that the EnvDirects are positioned on the bright pixels,
leading to more accurate shadows.

3.4. EnvIndirects generation

The representative lights in EnvIndirects approximate the contri-
butions from non-emissive pixels. To generate this set of lights,
we begin by masking the emissive pixels in the environment map
and only consider the remaining part. Compared to the emissive re-
gions, the non-emissive regions typically cover a larger area of the
environment map but have lower energy. This suggests that repre-
sentative lights should be evenly distributed across the entire en-
vironment map to accommodate contributions from varying direc-
tions, and should have similar energies to prevent high-frequency

Median Cut (MC) Variance Minimization (VM)

Tone-mapped Mean-shift (TMMS) Ours

MC VM TMMS Ours REF

Figure 5: Light distribution comparisons with previous methods,
including MC [Deb05b], VM [VD09], and TMMS [FYWY16].
For these methods, red circles denote representative lights. In our
method, red circles denote EnvDirects while blue ones denote En-
vIndirects. As indicated by the cyan arrows, our method better en-
sures that EnvDirects (red circles) are on the bright pixels than prior
methods. When using these lights for rendering, our method pro-
duces the most accurate shadows.

Using original IlluminationCut [CPWAP08]

Using our modified IlluminationCut

Figure 6: Our modified illumination cut algorithm generates better
light distributions of EnvIndirects, producing higher-quality im-
ages with fewer shadow artifacts.

shading. Furthermore, since the number of EnvIndirects is deter-
mined by the relative importance of non-emissive region, the algo-
rithm must be able to generate an arbitrary number of lights.

We developed our algorithm for generating EnvIndirects based
on the illumination cut algorithm [CPWAP08], as it enables the
generation of an arbitrary number of lights with minimal variance.
The original illumination cut algorithm converts an environment
map to many uniformly sampled lights, organized into a binary
light tree based on their directions. Each leaf node of the light tree
corresponds to an individual light, while internal nodes represent
light clusters. To determine a clustering configuration, the method
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Figure 7: 32 environment maps used to evaluate the various environment map sampling methods. These test cases encompass a wide range
of illumination conditions, including indoor and outdoor scenes, day and night settings, and high-frequency and low-frequency lighting.

evaluates a cut in the tree by iteratively selecting the cut node with
the largest internal luminance variance and replacing the node with
its two children. Although the illumination cut algorithm performs
well in scenarios of many lights, we found that it produces sub-
optimal clustering for a small number of lights (8-32). The reason
is that the method only considers variance in its splitting criteria,
which can result in clusters with large energy or directional extent
in homogeneous regions. To address this issue, we incorporate two
additional terms to constrain the total energy and the directional ex-
tent of a cluster, leading to the following objective function Obj(n):

Obj(n) = wV ·V(n)+wD ·D(n)+wE ·E(n), (3)

where V(n), D(n), and E(n) represent the variance, directional ex-
tent, and total energy of the node n, respectively. We normalize
these terms to the range [0,1] by dividing them by the correspond-
ing maximum values of all candidate nodes. The parameters wV,
wD, and wE control the weights of the three factors. We set wV
and wE to 1.0 and wD to 5.0 empirically. In each iteration, the cut
node with the largest Obj(n) is selected for replacement by its two
children. Fig. 6 demonstrates that our modified illumination cut al-
gorithm generates better light distributions than the original version
and reduces shadow artifacts. More detailed comparisons are pro-
vided in the supplementary materials.

To further exploit the smooth characteristic of the low-frequency
component, we render the image shaded by EnvIndirects at a re-
duced resolution and then upsample the result to the target resolu-
tion using joint bilateral upsampling [KCLU07]. The process uti-
lizes surface normal, depth map, and albedo map as auxiliary fea-
ture buffers to preserve edges. The standard deviations of the Gaus-
sian for the surface normal, depth, and albedo are set to 0.005. The
standard deviation for the spatial Gaussian is set to 1.0, resulting in
a 5× 5 kernel. The final result is obtained by combining the high-
frequency component rendered by EnvDirects and the upsampled
low-frequency component rendered by EnvIndirects.

3.5. Interleaved sampling

Using a global set of lights for rendering produces noise-free im-
ages; however, the results usually contain noticeable artifacts near
shadow boundaries. Kollig and Keller [KK03] demonstrate that us-
ing interleaved sampling can reduce the undesired artifacts at the

expense of introducing slight noise. Following this idea, after ob-
taining a set of EnvDirects and EnvIndirects, we generate an ad-
ditional 7 sets of representative lights by randomly perturbing the
directions of the individual lights in EnvDirects and EnvIndirects.
To balance between artifacts and noise, we restrict the perturbing
range to 0.1 multiplied by the cluster directional extent.

4. Experiments

Compared methods. We compare our new method with sev-
eral environment map sampling approaches, including multi-
ple importance sampling [VG95] (MIS, using PBRT3’s im-
plementation [PJH16]), fast hierarchical importance sampling
(FHIS) [ODJ04], median cut (MC) [Deb05b], a variant of median
cut based on variance minimization (VM) [VD09], and a method
based on tone-mapped mean-shift (TMMS) [FYWY16]. For our
method, we also include a version that renders the low-frequency
component at the original resolution, denoted as Ours (w/o U). To
reduce shadow boundary artifacts for global light methods, we gen-
erate 8 sets of representative lights for interleaved sampling for
FHIS, MC, VM, TMMS, and our method. Reference images are
rendered using MIS with 4096 light samples. We evaluate all meth-
ods using root-mean-square error (RMSE) and a perceptual error
metric, FLIP [ANSAM21].

Test environment. We implement all compared methods on the
PBRT3 system [PJH16]. All images in this paper were rendered at
1600× 1200 resolutions with 4 sub-pixel samples for antialiasing,
using a desktop with an Intel i7-10700 CPU at 2.90 GHz, 72GB of
RAM, and a NVIDIA RTX A4000 graphics card.

Test environment maps. We assess all compared methods with 32
high-resolution HDR environment maps obtained from the Poly-
Haven website [PH:23]. Fig. 7 displays the thumbnails of these
maps. The test cases encompass a variety of environmental con-
tent, such as indoor and outdoor scenes, day and night settings, and
high-frequency and low-frequency illumination.

Test scenes. We design four test scenes to evaluate the compared
methods. Each scene consists of three to four objects with materials
that vary from perfectly diffuse to semi-glossy.
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Figure 8: RMSE and FLIP ranking comparison. Our full methods (red lines) demonstrate the most robust results among all compared
methods. Please refer to the supplementary material for indexing environment maps.

Methods RMSE ↓ (ranking ↓) FLIP ↓ (ranking ↓)
MIS 0.1579 (6.00) 0.1212 (2.81)
FHIS 0.1572 (5.63) 0.2217 (6.19)
MC 0.0881 (4.16) 0.1819 (5.16)
VM 0.1035 (4.88) 0.1546 (4.22)
TMMS 0.0886 (4.00) 0.1895 (5.72)
Ours (w/o U) 0.0579 (2.16) 0.1191 (2.81)
Ours 0.0438 (1.16) 0.0865 (1.06)

Table 1: Quantitative comparisons of various environment map
sampling methods. The RMSE and FLIP are computed by averag-
ing the errors over 32 diverse environment maps and 4 test scenes.
The numbers in brackets indicate the average ranking among all
compared methods. Our full method achieves the best average rank-
ing and the lowest average errors in RMSE and FLIP.

4.1. Quantitative comparisons

To conduct the quantitative comparisons, we first convert the 32
test environment maps into discrete representative lights using all
compared methods. We then use these lights to render the four test
scenes and compute the differences from the reference images. Ta-
ble 1 presents the evaluation results. The RMSE and FLIP values
represent the average values across the four test scenes. For each
test environment map, we also rank the compared methods and dis-
play the average ranking of each method in brackets. Please note
that TMMS has a higher average RMSE but a lower ranking than
MC because it produces significantly larger errors in some cases.
Fig. 8 visualizes the individual RMSE and FLIP ranking of the 32
cases. The evaluation results indicate that our environment light-
ing decomposition without upsampling the low-frequency compo-
nent already produces better results than previous methods, and our
complete method can further effectively mitigate errors. Moreover,
our methods achieve more robust results throughout the 32 cases

than prior methods. MIS produces the second-place FLIP values
but the largest RMSE. FHIS, MC, VM, and TMMS show fluctu-
ating rankings between test inputs. Our full method (the red line)
consistently outperforms other competitors in almost all cases.

4.2. Qualitative comparisons

Fig. 9 and Fig. 10 compare the rendered results produced by var-
ious sampling methods on indoor and outdoor environment maps,
respectively. In all cases, MIS exhibits significant noise across the
entire image and results in the highest RMSE. Conversely, meth-
ods that use a global set of representative lights, including FHIS,
MC, VM, TMMS, and our methods, show noticeable artifacts on
shadow boundaries. We employ interleaved sampling to balance
between bias and image noise. As the figures demonstrate, FHIS,
MC, VM, and TMMS generate substantial shadows and shading
errors in some image regions. For instance, MC, VM, and TMMS
produce incorrect shadows on the Rubik’s cube in LYTHWOOD

LOUNGE, and FHIS shows incorrect shading on the vase in LAPA.
FHIS and TMMS over-darken the dragon’s face in DRACHENFELS

CELLAR, while FHIS, MC, and VM fail to reconstruct shadows ac-
curately in NEUER ZOLLHOF. Our method yields images closest to
the reference image in all cases. The FLIP values and error visual-
izations also indicate that our method produces the most percep-
tually accurate images. In NEUER ZOLLHOF, our method without
upsampling the low-frequency component performs slightly better
in terms of RMSE than our full method, as the upsampling process
may introduce additional errors. Please refer to the supplementary
material for more image comparisons.

One interesting observation is that our decomposition of the en-
vironment map reduces the noise generated by interleaved sam-
pling compared to other methods. We found that when strong lights
are created from clusters with large spatial extents, the perturbation
from interleaved sampling may generate more noise due to visibil-
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MIS FHIS MC VM TMMS Ours (w/o U) Ours REF

ꟻLIP↓ 0.1149

RMSE↓

0.1150 0.1478 0.1356 0.2506 0.1230 0.0662

0.3444 0.1235 0.1424 0.1169 0.3022 0.0994 0.0552

Lythwood Lounge

MIS FHIS MC VM TMMS Ours (w/o U) Ours

MIS FHIS MC VM TMMS Ours (w/o U) Ours REF

ꟻLIP↓ 0.2007

RMSE↓

0.2479 0.2423 0.1771 0.2103 0.1650 0.1173

0.2526 0.0939 0.0930 0.1025 0.0928 0.0809 0.0563

Lapa

MIS FHIS MC VM TMMS Ours (w/o U) Ours

Figure 9: Equal-time comparisons (4 seconds) of various environment map sampling methods on two indoor environment maps, LYTHWOOD

LOUNGE and LAPA. The bottom row visualizes the FLIP error. Our method showcases superior rendering quality with more accurate shadows
and shading in both cases, achieving the lowest RMSE and FLIP values.

ity variance. In our method, the strong lights in EnvDirects have
smaller spatial extents because they are confined to emissive pix-
els. While the lights in EnvIndirects may have larger extents, they
exhibit low intensity variance and produce low-frequency shading.
Consequently, our method produces significantly less noise and
fewer shadow artifacts than FHIS, MC, VM, and TMMS.

4.3. Glossy materials

Highly glossy scenes have long been challenging for methods that
render using a global set of lights, as the limited number of repre-
sentative lights may fail to capture the reflected directions. To as-
sess the performance of various methods in such scenarios, we de-

signed a scene featuring several highly glossy materials. As shown
in Fig. 11, our method consistently outperforms other global sam-
pling methods (MC and TMMS) in both visual quality and nu-
merical accuracy when dealing with highly glossy materials. The
specular highlights are more precise due to improved light distri-
bution. Compared to MIS, which also samples based on surface re-
flectance, our method produces significantly less noise. However,
the global lighting approach and the absence of surface reflectance
considerations might result in less accurate specular highlights.
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MIS FHIS MC VM TMMS Ours (w/o U) Ours REF

ꟻLIP↓ 0.1469

RMSE↓

0.2245 0.2040 0.2174 0.3222 0.1238 0.0887

0.0576 0.0356 0.0230 0.0565 0.0384 0.0142 0.0097

Drachenfels Cellar

MIS FHIS MC VM TMMS Ours (w/o U) Ours

MIS FHIS MC VM TMMS Ours (w/o U) Ours REF

ꟻLIP↓ 0.1417

RMSE↓

0.1962 0.2342 0.1862 0.1846 0.1415 0.1064

0.0571 0.1247 0.0625 0.0715 0.0273 0.0223 0.0228

Neuer Zollhof

MIS FHIS MC VM TMMS Ours (w/o U) Ours

Figure 10: Equal-time comparisons (4 seconds) of various environment map sampling methods on two outdoor environment maps,
DRACHENFELS CELLAR and NEUER ZOLLHOF. The bottom row visualizes the FLIP error. Our method produces images with the fewest
noises and shadow artifacts, and the most accurate shading compared to prior methods.

4.4. Integration to game engines

Fig.12 showcases the rendered results of our method implemented
in the Unity engine [JBT∗20]. The test scene consists of 161.8K
triangles. Our method produces visually pleasing images at a rate
of 160 frames per second on an NVIDIA RTX A4000 GPU in this
scene. Compared to the CPU implementation on PBRT3, we gen-
erate the auxiliary feature buffers for joint-bilateral filtering using
multiple render targets and determine visibility using shadow maps
instead of casting rays, as Unity is a rasterization-based system. We
chose not to use interleaved sampling because Unity’s built-in soft
shadow maps help reduce shadow boundary artifacts by blurring

the edges. This approach also simplifies the implementation while
producing noise-free images.

Fig.13 presents comparisons between the rendered results of
our Unity-based implementation with the latest ReSTIR ap-
proach [ZLK∗24], using the authors’ code built on the Falcor
framework [KCK∗22]. The scene features both diffuse and glossy
objects, with a total of 2.1 million triangles. While there are mi-
nor shading differences due to variations in shader implementa-
tions between the two engines, the strengths of both ReSTIR and
our method are evident. ReSTIR excels in producing high-quality
specular reflections and soft shadows. However, when rendering
a 1600× 1200 image with one sample per pixel, it achieves only
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MIS MC TMMS OursREF

ꟻLIP↓

RMSE↓ 0.8119 1.2384 0.61630.6408

0.1556 0.2115 0.09630.1001

MIS MC TMMS OursREF

ꟻLIP↓

RMSE↓ 0.3239 0.1963 0.14470.0801

0.1903 0.1645 0.12220.1172

Figure 11: Equal-time comparisons (4 seconds) of various environ-
ment map sampling methods on glossy materials, illuminated by
the PINE ATTIC (left) and FIREPLACE (right) environment maps,
demonstrate that our method produces images closest to the ref-
erences compared to other global sampling techniques. While our
method generates less noise than MIS, it may occasionally misesti-
mate specular highlights due to the reliance on a global set of lights
and the absence of surface reflectance considerations.

Method for EnvDirects RMSE ↓ FLIP ↓
IS-only 0.0599 0.0988
IS+masking 0.0560 0.0958
IS+kmeans 0.0466 0.0877
IS+masking+kmeans 0.0438 0.0865

Table 2: Ablation studies of various configurations to generate
EnvDirects. The RMSE and FLIP values, averaged across 32 en-
vironment maps and 4 test scenes, show that the algorithm incor-
porating all three components: conventional importance sampling
(IS), local neighborhood masking (masking), and k-means cluster-
ing (kmeans), achieves the lowest numerical errors.

about 18 frame per second in our test environment (NVIDIA RTX
A4000), with noticeable noise in the output. Although denoising
techniques can mitigate this noise, they introduce additional pro-
cessing time and memory usage. In contrast, our method delivers
noise-free, visually appealing results at 70− 80 frames per second
on the same hardware. The shadows and specular highlights gener-
ated by our method match those of ReSTIR, despite the challenges
of using a global set of lights and soft shadow maps for visibility
approximation.

4.5. Discussions

Partial algorithms for generating EnvDirects. Our sampling al-
gorithm for generating EnvDirects comprises three major compo-
nents: importance sampling a light based on luminance (IS), mask-
ing the local neighborhood of a sampled light to enforce stratifi-
cation (masking), and applying k-means clustering to refine the
directions of representative lights (kmeans). We conducted an ab-
lation study to investigate various combinations of the three com-

ponents. The experimental results, shown in Table 2, underscore
the importance of sample location and stratification in achieving
high-quality rendered images when using a global set of represen-
tative lights. The IS-only and IS+kmeans configurations lack sam-
ple stratification, while the IS-only and IS+masking setup do not
adjust the light positions to the energy centroid of an emissive re-
gion. These configurations produce less optimal results compared
to the full algorithm.

Light generation time. On average, our method takes 185.7 mil-
liseconds to generate the representative lights for rendering the
results presented in this paper across the 32 testing environment
maps. The time taken for each environment map can vary due to
differences in the numbers of EnvDirects and EnvIndirects. The
most time-consuming step of our method is using tabulated impor-
tance sampling [PJH16] to determine the initial positions of EnvDi-
rects, which involves binary search steps to find the sample proba-
bility. Employing NEnv [RPFGLM23] could potentially accelerate
this step. Although our light generation time is longer than that of
MC and VM, which takes about ten milliseconds by speeding up
using summed-area tables, it is much shorter than TMMS, which
might take seconds due to its expensive mean-shift, adaptive split-
ting, and adaptive merging processes.

Limitations. Fig.14 illustrates two challenging scenarios for our
methods. In BASEMENT BOXING RING, the narrow, elongated
shadows from bright, slender light sources present a challenge due
to their soft edges. In BLUE PHOTO STUDIO, numerous small,
bright light sources from various angles create smooth shadows.
Both scenarios are difficult to accurately reconstruct with a limited
number of discrete lights. While all compared methods struggle to
render visually appealing shadows, our method delivers the best
image quality and lowest errors compared to the others.

Another limitation of the proposed method is that shadow bound-
ary artifacts persist, even with interleaved sampling. One possible
short-term solution to mitigate the shadow boundary artifacts is to
compute partial visibility between a shading point and the area cov-
ered by a representative light. In rasterization-based systems, this
can be approximated using soft shadow map techniques. In ray-
tracing-based systems, this can be accomplished by tracing multi-
ple shadow rays toward the solid angles covered by the light cluster
when generating the representative light, although this would in-
crease computation time.

5. Conclusion

This paper introduces a novel method for approximating an envi-
ronment map using directional lights. By recognizing that bright
pixels in the environment map primarily determine shadow shapes
while dim pixels contribute to shading tones, we classify the map
into emissive and non-emissive regions and develop specialized
sampling algorithms to generate representative lights from these
two regions, leveraging their characteristics. Additionally, we en-
hance shading accuracy by exploiting the smoothness of the low-
frequency component through upsampling. The final result is ob-
tained by combining the high-frequency and low-frequency com-
ponents. Extensive experiments demonstrate that our method con-
sistently outperforms previous approaches in scenarios with limited
light sources.
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Figure 12: Implemented in Unity, our method achieves an average frame rate of 160 frames per second in this scene (161.8K triangles) on a
desktop equipped with an NVIDIA RTX A4000 graphics card. The environment maps used for rendering, from left to right, are PINE ATTIC,
LAPA, KIARA 1 DAWN, and RED WALL.
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Figure 13: Comparisons between our method implemented in Unity and ReSTIR [ZLK∗24]. While ReSTIR generates more accurate
specular highlights and shadows, it is prone to sampling noise (visible upon zooming into the images) and operates at just about 18 frames
per second in our test environment. In contrast, our method delivers visually appealing, noise-free images at a much faster rate of 70− 80
frames per second. It’s important to note that our method is integrated into Unity, whereas the ReSTIR approach is implemented using the
Falcor framework [KCK∗22]. The shading differences between the two are due to variations in shader implementations across the engines.
The environment maps used for rendering, from left to right, are PINE ATTIC, INDUSTRIAL PIPE AND VALVE 02, and FACTORY YARD.
The scene consists of 2.1M triangles.

Our method assumes a static environment map as input. Moving
forward, we would like to explore algorithms for dynamic environ-
ment maps to accommodate real-time illumination changes.
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